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Background
The IEEEA | n t e r xplbratarydréseabeganin 2008with a research group in Cisedho decoded

to explore ideas around interoperability of clouds, in an analogous way that the interoperability of

net wor ks had been sNoeltvweodr.k iAnsg ot haen dt etrhne nfi Ifinltnetrer net «
interoperability ofClnoeudwoQoknsp uttihnegd eorrm jAu sntt efrl nt er
the interoperability of Cloud Computing.

In May of 2009 at thdnternational IEEBWNorkshop on Cloud Computirigternational Symposium on

Cluster Compuhg and the Gridin Shanghai Chinaa team paper wapr esent ed call ed
Computing Interoperability Protocols and FormiaBe f i ni ng t he | nt dhratthecith d o . L a
International IARIA/IEEE Conference on Internet and Web Application Ses\iit Venice, Italya more

complete papemwas presentedii Bl uepr i nt f oir Prototols antl rrdrmeats cfdr Cloud
Computing Interoperabilityo. Tnfeiersce gné ip eefereneed by fi b e s
Wikipedid as the first documentedniention of the Intercloud concepkhis compelling idea rapidly

spread to interest several researchers worldwide in Cloud Computing.

The group of interested researchers expanded,tahde now @Al nt e r mublisheddeveralo mmu n i t
dozenacademic paperaither definingpossible Interclougprotocols, exploring the architecture, and

solving the security issueshere has beedozens of talks on this subjastth research teamscluding

NSF, University of Melbourne, Purdue Universitghs from AT&T, OrangeNTT, and countles$EEE

and otherconferences and workshopgluding several workshops sponsored MST. A description of

the proposed Intercloud architecture is includesh referenceémplementatiorfor Cloud Brokerin NIST

Special Publication 50093 U.S. Government Cloud Computing Technology RoadriWapyme 1.

In the fall of 2010 this group of researchers proposed to the IEEE through a PAR (Project Authorization
Request) that a new standard working group be chartered to formalizelidesssios. In early 2011 the

IEEE assigned P2302 as the standards working group identifier. And in July of 2011 the first P2302
working group meeting was hel@ood progress has been made and as of early 2013 the team is working
on the & Draft Standard

With nor ef erence i mpl ementation, or fitest bedo as it
working grouphas decided it is runnirigto a challenge. As everyone knows the Internet was constructed
with the principles of fi roo ugrhd ciotnswasud ebndt Wwer
acknowledge suchphilosophy; herefore, the IEEE Intercloud Testbed project was founded, to run in

parallel with and bebi-directionally complementary to théEEE P2302 working groupThe IEEE

Intercloud Testbedeam would integrate participant clouds, start with the IEEE P2302 design, and
developaworking implementation of the Intercloud architectussuedound would be fixed, the created
codeplacedin an open source project, and gystermfurther documentedds needed the IEEE Intercloud

testbed engineeringould deviate, improve, expand, or change the details as specified in IEEE P2302,
feeding back those changes to stendardsvorking group.

This document represents the initial engineering plan foiBRE Intercloud Testbed.

! http://en.wikipedia.org/wiki/Intercloud
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Project Motivation

Cloud computing is a new design pattern for large, distributed data centers. Cloud computing offers end
consumers a 0paya powerfuy shift forgcomputimyptowards a utility model like the
electricitysystem, the telephone system, or more recently the Internet.

However, unlike those utilities, clouds cannot yet federate and interoperate. The concept of a cloud
operated by one service provider or enterprise interoperating with a cloud operated by &nothe
powerful.

In other wordsthere are no implicit and transparent interoperability mechanisms or standards in
place in order for disparate cloud computing environments to be able to seamlessly federate and
interoperate. This is a issue now that Cloud @nputing has become such an important technology to
Government, Communications, Industry, and Entertainment.

Importance of the Project to Government, Academia, and Industry

Academia and Research amew at a cusp in the development of electronic infrasiracto support
research. It seems clear that, with the exception of-émghcapability computing (application of the
largest and most powerful computers to the most challenging problems), variations on the cloud
computing model will ultimately dominateomputing of most kinds in the futur&nabling Academia

and Research to coordinate and interoperate their compute platforms would place US capability at an
advantage.

For Industry,Cloud Computing is proving to be a cost effective, elastic and scalainlesasy to use
platform for web or mobile applications. I'f one f
your web or mobile applications can handle the sudden explosion of subscribers that every application
author hopes for. Cloud Computimdatforms are proving, especially to the mobile developer, to offer

more than just an easy to use, scalable platform. Application capabilities using advanced analytics,
predictive modeling, and Abig dat aod recegmtion,and o wi t |
location based services are all cldeamsed now due to the data and processing requirements. And the
newest communications platforms implementing rate adaptive codecs;deuitie transcoding, and
multi-participant conferences and roomse all using cloud techniques.

Further more, users have become -a moch saragenas tihey ever t h e
need, without the need to delete anything, and search working perfectly fine on a lifetime-afvebat#

it is multimedia. Wherever a user is, they expect their data to be fast in arriving to them, fast in streaming
up to the cloud, and fast showing up in their blog, on their Facebook page, or in their mobile storage

fol der. They expect a c « dagastheir lbistoiy,ttheie prafetences] andutdey wo r |
expect the cloud to be smart and adapt to where they happen to be at the time. When communications
devices donot | oankmoré all interngd bnd Mebde apps wilh have a significant

dependacy on the cloud.

Of course, users will be subscribers of a carrier, and use directly, or over the top, many of these cloud
capabilities. Carriers will capture more and more revenue per subscriber as they become more and more
involved in providing the cladi infrastructure upon which all this runs. From this subscriber perspective,

IEEE Intercloud TestBed
IEEE Standards Association — IEEE Industry Connections Program — |EEE Cloud Computing Initiative



Page 5 of 22 4/11/2013

they wil|l expect roaming of all/l these new servi
todayo6s mobile industry, wher e reaiwmpencrdaetdataprice t e xt
-in todayb6s gl obal mobile networ k. |t i s easy t
roaming-i n a fAgl obal mobile Intercloud?o.

Organization of the Testbed

The Testbed is an activity of the IEEE Cloud @Quaning Initiative (CCI), operating as an activity of the

| EEE Al ndustry Connect.i

onso

progr am.

The Testbed is governed by an Executive Committee, called the IEEE Intercloud Testbed Executive
Committee (ITEC), which includes CCI representatives and selacteity participants.

The ITAC and the Testbed activity are overseen by the IEEE Cloud Computing Standards Committee

(CCSC) and the IEESA Board of Governors (BOG).

The ITEC provides the strategic direction for gutivity, manages the growth of parfetion and directs

the high level development of all deliverables.

Envisioned Participants

Industry and University labs are invited to participate as such, not only for the clouds themselves but the
for the Intercloud Root and Exchange systems as well.

Themap details organizations who have expressed int@rpatticipating in the Testbed:

Research
Dept of
University
in China

Research
Dept of
Japan
Carrier

*

University Lab in
Australia

f’ -'.
-
¥ IEEE IEEE Research ™74
' ' Certificate Depts of =~ 5y
* Authority European =iy *
o1 NSF Geni Carriers ) g
~== Compatible < o i
* ~~__ Research -
Depts US y - *
Carriers &
QIEEE {
X - il NSF
IEEE )
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and Exchange ' Autonomic
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hosted in e I
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Datacenter

Figure 1. Map showing interested parties in the IEEE Intercloud Testbed and their Location
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What Participants will Do
Participants will:

1. Volunteer to reuse existingloud implementations, or construct a new cloud, of their choice in a
well-connected data center in a geography;

2. Join the engineering project to code, testemgineer, and contribute to an open source
implementation of the Intercloud protocol suite;

3. Adapt protocols to the various cloud platforms and resource types in use in the Testbed;
4. Connect to the reference Intercloud Root and Exchange IEEE which are running;

5. Explore the overall interoperability and applicability of the NSF GENI Project, in partithdar
root trust and governance mechanisms (certificate authority) of the-GENC project.

6. Experiment with cloud federation through, further develop protocols, ontologies, explore
topology issues for scalability;

7. Feed results to the IEEE P2302 Standacjiegt;
8. Publish Papers on their research and implementation experience to constituencies;
9. Create Reference Implementations of:
a. An Intercloud root cloud including messaging, trust, and semantic directory
b. An Intercloud exchange cloud
c. An Operational multcloud Intercloud protocol suite
d. Open Source projects of Reference Implemeortati
A Note on the Open Sourcing of Testbed Project Code

All source code will be made open as a GitHub repository under the Apache 2.0 license. For example a
location such abttps://github.com/intercloudill be set up.

Technical Description

There has been good initial work on this problem, collectively a set of mechanisrsadadrdsvhich

are a | ayered set bersuobhdpPobboobssocatbedofive
The architecturegproposed leads to averall design of decentralized, scalable,-seffanizing federated

Al ntercloudod topol ogy.

Cloud instances must be able to dialog with each other. ©nd ohust be able to find one or more other
clouds, which for a particular interoperability scenario is ready, willing, and able to accept an
interoperability transaction with and furthermore, exchanging whatever subscription or usage related
information whch might have been needed as a-quesor to the transaction. Thus, an Intercloud
Protocol for presence and messaging needs to exist which can suppetbvthelto-many, and many
to-many use cases. The discussion between clouds needs to encompaty afvaontent, storage and
computing resources.

IEEE Intercloud TestBed
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Topology
The vision is an analogy with the Internet itself: in a world of TCP/IP and the WWW, data is ubiquitous
and interoperable in a network of networuting, known

content, storage and computing is ubiquitous anddpé&zable in a network of Clouds.

The elements and topology for the Intercloud basn proposed: wheeereference Intercloud network
topology and elements has been developed

As shown, it is moeled after the public Internet infrastructure. Again, usinggéeerally accepted
terminology,

1 Several Intercloud Gateways: analogous to the Internet Router which connects an Intranet to the
Internet.

1 Several Intercloud Exchanges: analogous to Interxeh&hges and Peering Poiritscalled
Brokers in the NIST Reference Architecture where clouds can interoperate.

1 Intercloud Roots: containing services such as Naming Authority, Trust Authority, Messaging,
Semantic Directory Ser iiéscTe Intercionddrootas notearsingfer o ot 0
entityii t 6 s arepjdatimdand hienarchical system.

Public Public

Access

\4\!\}\1\!\3‘

Public = f_‘ = Cloud

<D <Iud
Cloud ~ — ~
: % ose z
s Intercloud Root | €= =
S oy e
Public -— — .
E il 3 Intercloud Private
/ I | ’
p 4 .:5““‘_';\/ Exchanges ’_C!oud
& ujﬁﬂgr-'—\_.é” EX X T Y XY s.“f‘"\ \
o b‘l/ . toud Internal
ublic -, Interclou U
= ser
Access ' Gateways Access

Figure 2. Reference Intercloudnetwork topology and elements
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Intercloud Gateway

The Intercloud Gateways would provide mechanism for supportiagetitire profile of Intercloud
protocols and standardsilizing a common transport such as XMPAMRe Intercloud Root and Intercloud
Exchanges would facilitate and mediate the initial Intercloud negotiating process among Clouds.

Once the initial negotiatprocess is completed, each of these Cloud instance would collaborate directly
with each other via a protocol and transport appropriate for the interoperability action at hand; for
example, a reliable protocol might be needed for transaction integrayhigh speed streaming protocol
might be needed optimized for data movement over a particular link.

Intercloud Roots

As described earlier that various providers will emerge in the enablement of the Intercloud. One can first
envision a community governeetsof Intercloud Root providers who will act as brokers and host the
Cloud Computing Resource Catalogs for the Intercloud computing resources. They would be governed in
a similar way in which DNS and Top Level Domains by an organization such as ISOCNNIJAere

would also be a responsible for mediating the trust based federated security among disparate clouds by
acting as Security Trust Service providers using standards such as SASL and BAspiecific
mechanism to look closely at is the NSF GENI projed6 s ABAC model

As part of the proposed topology, the Intercloud Root providers would be federated in nature. Each of
these federated nodded in the overal/l I ntercl ou
capabilities such as Cloud Resources Dagc Services, Trust Authority, Presence Information etc.
Additionally, each Intercloud Root instance will be associated with its affiliated Exchanges by defining
the affiliation relationship as part of the Inter

Naming

How to name Iouds is an open issue. Clouds are in the end IP addresses on the Internet and so the
temptation to use DNS with a naming scheme (LiiRided) appropriate to the communications substrate
(see below) is tempting. DNS, especially with DNS SEC, contains mechanireturn trusted addresses

as a result of name resolution.

XMPP, the envisioned communications substrate, indeed uses URNSs for identifying a resource which one
could Achatodo with and establish ident inicgsatthée MPP n a
target end to figure out what exactly is being asked for; as a result XMPP supports hames in inbox form
such as foo@example.com , but also <foo>@example.com , :foo::@example.com ,
foo@example.com/service , Or service@foo@example.com

On the onéhand then if the communications substrate is going with XMPP it does makes sense to use the
XMPP naming scheme, this implies the inclusion of a DNS controlled domain reference.

There are some new opportunities here to create a different naming schemeuplezof reasons. First

of all, we are specifying system architecture more like internet routing protocols than like computer
endpoints. To that extent, while XMPP might be the right communications substrate, a haming system
more like Autonomous Systenf8S) might be more appropriate. The rationale is, XMPP names, like IP
addresses or domain names, represent specific endpoints. They are names for connectivity. Here, we are
tal king about system to system f edlkngnassiodederate Thi s |

IEEE Intercloud TestBed
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with a specific other cloud operator. Each cloud operator may have several (using AWS terminology)
availability zones or regions in their #Acloudo. H
of it they decideo actuallymake available forlt er cl oud f ederation is up to
the BGP policies they have in place for network transit

Letds call as a working term the cloud equival ent
continue the explation of the considerations. The point of cloud federation, is for a workload is using a
Ahomed cl oud, to transparently obtain as much re

irrespective of whether that home cloud ha federate to getdr not.

The workload will not know anything about a CS, however the home cloud will know (at least the
intercloud gateways which interface to an Intercloud exchange will know) what CS number they are.
What they will not know is the equivalent of the AS Rog Tables that are in an internet exchange
Route Server (or router); just as in the Internet Exchange this is the job of the exchange routers or the
route serverin our htercloud architecture this is the job of tiéercloud Exchange (somewhere).

Wehave designed that in the exchange there i s so0me
map of which CS has what type of resource to off
asking for what type of resource. All the CS names areihelte exchange just as AS numbers are in the

routers or the route servers. Just as there is a numbering authority for AS numbers in the Internet (IANA,

and the local Regional Internet Registries (RIRS)), there will have to be some kind of imgraloénaity

for the CS names.

For now the IEEE can be the numbering authority for the CS names.

Communications Substrate

In the initial designs, the end clouds will each have Intercloud Gateway code affixed to them. They will
support the Conversational ProtocIMPP) as well as the Transport Protocol (Web Sockets). The
Intercloud Root is supporting the Conversational (XMPP) server system.

We will build-out the XMPP part of the portable gateway code to complete at least the-EMBRPRFC

6120) and XMPRM (RFC 6121) Profiles, as far as a Client goes. We will leverage a series of XMPP
extensions (XEP series) defined by XMPP standards foundation. One of these extension®2¢lKEP
Extension XEF0 244 provides a fAiserviceso franewhahwas on t oy
designed for sending messages from one computer to another, providing a transport for remote service
invocation and attempting to overcome the problems with SOAP and REST. A reference implementation

for the 10 Data XEP, XMPP Web Services dava (xws4j), will then be completed.

Later stages will build out XMRRDDR (RFC 6122), and XMPE2E (RFC 3923). The roles and exact
strategy for XMPRIRN (RFC 4854) and/or XMRENUM (RFC 4979) and/or XMPBRI (RFC 5122)

need to await the output of the nespace design component. In other words we need to merge the CS
Names proposal with XMPP (JID) Naming.

On top of this there needs to be a services framework. This is not as well thought out yet but is imagined
to be WebSockets. WebSockets are describe®RE 6455. The protocol consists of an opening
handshake followed by basic message framing, layered over TCP. The goal of this technology is to

IEEE Intercloud TestBed
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provide a mechanism for cloud to cloud tway payload communication that does not rely on opening
multiple HTTPconnections.

Trust Infrastructure

From Intercloud topology perspectives, Intercloud Roots will provide PKI CA root like functionality.
According to the current PKI based trust model, once the CA authorizes the certificate for an entity, the
entity is eitler trusted or nottrusted. However, in the cloud computing environment, especially in the
Intercloud environment, this model needs to be e
existing PKI based trust model. Intercloud exchanges will be respgpise f or t he ATrust Z
model layered on top of the PKI certificate based trust model.

Audit Trail

The Root servers will support XMPP audit traifhiese implemeations will likely use XMPP S2%ut

have not been designed yet. Raw audifitatill need to be folded and reduced such that conversations
relating to decisions of fulfilling federation requests can be reproduced and proven to have matched the
request in the most optimal way. In this way arbitrage will be enabled and trusted.

Semantic Resource Directory

In order for the Intercloud capable Cloud instances to federate or otherwise interoperate resources, a
Cloud Computing Resources Catalog system is necessary infrastructure. This catalog is the holistic and
abstracted view of the cquating resources across disparate cloud environments. Individual clouds will,

in turn, will utilize this catalog in order to identify matching cloud resources by applying certain
Preferences and Constraints to the resources in the computing resourogs catal

The technologies to use for this are based on the Semantic Web which provides for a way to add
fimeaning and relatednessod to objects on the Web
normalizing meaning across terminology, or Properties. Thimalaation is called Ontology. Cloud
Computing resources can be described, cataloged, and mediated using Semantic Web Ontologies,
implemented using RDF techniques. The EU FP7 MOSAIC project is an excellent implementation of
exactly this element.

Due to thesheer size of global resources ontology information, a centralized approach for hosting the
repository is not a viable solution due to the fact that one single entity cannot be solely responsible and
burdened with this humongous and globally dispersekl. tmstead, Intercloud Roots will host the
globally dispersed computing resources catalog in a federated manner.

Intercloud Exchanges

Intercloud Exchanges, in turn, will leverage the globally dispersed resources catalog information hosted
by federated Inteloud Roots in order to match cloud resources by applying certain Preferexces an
Constraints to the resources.

From overall topology perspectives, Intercloud Exchanges will provide processing nodes Hiocgpeeer

manner on the lines of DHT overlay ledsapproach in order to facilitate optimized resources match
making queries. Ontology information would be replicated to the Intercloud Exchanges (DHT overlay
nodes) from their affiliated Intercloud Roots usi

IEEE Intercloud TestBed
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The proposed ontology bakenodel not only consists of physical attributes but quantitative & qualitative
attributes such as fAService Level Agreements (SLA
iSecurity & Complianceo policie&l,ouadndOnstoo!| gy 0Dwssee
intercloud environment, we are expecting a very large RDF dataset. SPARQL queries against such a large
RDF dataset would be highly ingfient and slow.

We believe that such a large RDF dataset should be stored on a Distritbeit8giskem such as HDFS
(Hadoop Distributed File System). By storing RDF
Reduced programming would make SPARQL gqueries hig

Exchanges are the custodi @ns/ylsrtekmnsr se novfi rioDonmanit n f
cloud providers. Cloud providers rely on the Intercloud exchanges to manage trust. As part of the
identification process for matching desired cloud resources, individual consumer cloud provider will
signify the rqg¢ui red ATrust Zoned value such afsF ofirLeoicganl I
I ntercloud Exchangeo.

Depending on the desired ATrust Zonedo value, for
provider to use its storage resources but not ®cue programs using these resources. Intercloud
Exchanges, in turn, wi || utilize the desired ATr

Constraints in order to identify matching cloud resources.

Sequence Diagram
In summary the sequence giiam in the Intercloud federation would look something like this:

i ol
Cloud 1 ses
_ Intercloud Root Cloud 1 authenticates
e ) : — XMPP, SAML 2.0
s e g
fe) &) &) @O

Intercloud Intercloud Exchanges,
Gateway

Cloud 1 queries “Cloud Computing Catalog”

— % — XMPP, RDF/SPARQL, OWL
Cloud 1 determines the service description of
another cloud that meets it’s constraints of
— % requirements
» XMPP

Cloud 1 Cloud 2

Cloud Exchange facilitates dialog between two clouds
— XMPP based Presence & Interactive Chat Protocol

Two Clouds finalize on the specific Resource
Federation Protocols

— % _. Web Sockets

Cloud 1 starts using Cloud 2 Resource as

\ ) part of the overall Federated Architecture

— Metering, SLA

Figure 3. Example Intercloud conversational sequence diagram
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Protocols Summary
Elements of the Intercloud topology speak with each other over a variety of protocols, suited for the task

at hand:
SUEREUR
s ? "\

Presence and  Generic Services Specialized Storage
Conversational  and Transport Transport
Protocols Infrastructure Mgt. Infrastructure
API's
i i Directory Internet Routing
Replication and Transport
Web
Sockets

w S L |

HTTP BitTorrent DNS

N
&

TCP P UDP

Routing

P

Figure 3. Intercloud network protocols

Implementation Use Cases for Consuming Clouds

Once the clouds have negotiated federation, then they can actually begin to federate. The actual model
used to federate is differedépending on the resource being federated. Consider all the types of resources
which clouds can seek to access from other clouds, through federation:

Virtual Machines for computing

Application containers (Java, Groovy, PHP)

Storage (file level, replicatiolevel, etc), (Block, Object, etc), (ephemeral, persistent)
Memory (Working, Cache, Disk Cache, etc)

Transcoding

Stream Processing

XML processing

Etc

=A =4 =4 4 -4 -8 -4 A

A Consuming Cloud Making Federated Computing look like Its Own

In this case, we are federating some kihdamouting resource, consider for example Virtual Machines

( VMs) . A Requesting Cloud needs more VMds to sati
Exchange to which it is connected to try to fed
mechanism described above and delivers to the Requesting Cloud appropriate instructions as to how to
access these resources (this has yet to be finally designed, but the example is still illustrative).
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For computing resources, The Requesting Cloud wantsimess which are transparent and equivalent to
itdéds own computing resource. The wuser request whi
VM, he wants a VM which is equivalent to a Anati
make a federation request specifying a computing resource which meets the SLA which has been
promised to the user.

1 The Requesting Cloudioes not carewhere the resource runs, but still cares that it meets the SLA
which has been promised to the user.

1 The Requestg Clouddoes carewhere the resource runs, and also still cares that it meets the
SLA which has been promised to the user.

On inspection, these two use cases have the samsokrinT that isin both cases the resource is

physically not running on the requestor cloud(hence the need for Federatidmut it must HAappe
be (resources which are transparent and equivalent to its own computing resource). In the first case a

preferred |l ocation is simply nosteconpcase,iitis.iTlRedssuesn t he
of specifying the SLA and properties (like Il ocat
resour ce, are the job of the semantic resource de
has been hanelll. Next, the resources must be made available to the Requesting Cloud, which means they

have to be provisioned in the Fulfilling Cloud in
Cloud. One will recogni zea ot lsicenas i bhee&kYeptualhaP

dynamic, ord e mand provisioning exists (todaydés VPC sol
VPN tunnels in Customer Premise edge routers, as well as in Public Cloud networking infnatruc

Perhaps SDNMr MPLS VPNwould be useful for this scenari@hat results are VMs which appear local

to the Requesting Cloud, as illustrated below:

Federation of Workloads -
Looks like Dynamic VPC (Virtual Private Cloud)

Requesting Cloud Fulfilling Cloud
cs1 cs2
Availability Availability ) Availability Availability )
Zone 1 Zone 2 Zone 1 Zone 2
A
il = = L
~ |§ |§ < ‘E‘E
IPSEC VPN
~ Tunnel, or N z:
) MPLS VPN
Workloads in Federated Federated ~ Workloads in
Network Space  (ppantom) (Actual)  Network Space
of S1,AZ2  \workloads in Workloads in  of C52,AZ 1
Network Space Network Space
of CS1,AZ2 of C51,AZ 2

Figure 4. Intercloud federation of workloads example
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There are many interesting uses for the capabilities describee,atd they follow the two cases
described above:

1 Inthe case where the Requesting Cldods not care wherehe resource runs, but still cares that
it meets the SLA which has been promised to
people calkhis cloud bursting but that is not really accurate] capabltityssentially makes the
Requesting Cloud of infinite compute capability.

1 In the case where the Requestigud does care whereahe resource runs, and also still cares
that it meets the SLAvhich has been promised to the user, this is like a global MPLS VPN
situati on, where network can be provided by
network, but can wholesale it and interwork with it via MPLS k@arrier Interconnect (MPL-S
ICI) standardizationit essentially makes to Requesting Cloud of infinite coverage.

This is quite substantial, to have these outcomes atiomsen a small cloud, for computing, can be
limitlessly large and everywhere through federation! Of coursdittleebrowser, can access any public
web server, no matter where it sits, and this is exactly how the internet works.

A Consuming Cloud Making Federated Storage look like Its Own

Storage is a somewhat different model. The address space where theigesvisr Iess important for
example. And here, we are fitting in to the model where the storage already replicates within an
availability zone, and therefore the natural expansion level must tie into replication. Given that, here is an
illustration for howthat would occur:

Federation of Storage—
Storage Replicate Extension Example

Requesting Cloud Fulfilling Cloud
cs1 cs2
Availability Availability ) Availability Availability
Zonel Zone 2 Zonel Zone 2

(

UDT or other
UDP/IP
protocol
. Federated Federated Federated
Native Storage (Phantom (Phantom A I
CS 1 Replicates Consumer) Supplier) s {Actasl)
torage CS 2
Storage CS 2 Storage CS 2 Replicates
Replicate Replicate

Figure 5. Intercloud federation of storage example

You can see both of the above cases at work. One the one hand, the Phantom Consumer can behave in a
mode such that it believes all of the storage is on CS1 but in fact, it is traniypane@S2.
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It can also behave in a mode such that it believes all of the storage is on C2, which is transparently where
it is. These concepts of Aplacementd may have to

We show a nottP protocol fa high capacity, high latency interconnect between the storage nodes. This
illustrates that agreements between edge elements.

So again we end up with the dualistic advantage from storage federation:

91 Inthe case where the Requesting Cldods not care whee the storage is, but still cares that it
meets the SLA which has been promised to the
capability.It essentially makes the Requesting Cloud of infinite storage capacity

1 In the case where the Requestligud does care wherestorage is, still cares that it meets the
SLA which has been promised to the user, and explicitly wants the storage to be in specific
geographies, then, this federation accomplishes lthessentially makes to Requesting Cloud
of infinite storage and geographical coverage.

Again, this is quite substantial, to have these outcomes ati cenmen a small cloud, for storage, can be
limitlessly large and everywhere through federation!

Engineering Project Workpackages

This project has an objectiv® developa working implementation of this technology including the
solving of the remaining issues, the creation of the code in an open source project, and the documenting
of the systenas a standard and via papers in the community. Here are the wkégpa in the project:

Workpackage: Completion of Master Technical Design Work

This workpackage will complete the overall design of the system, essentially expandimgrkhef the
published research papers to end on specific initial decisions of fopratis;ols, state diagrams, and so
on.

Workpackage: Small Scale Experimental Implementation/Redesign Cycle
This workpackage will begin to set up an experimental testbed, large enough to try the modules and see if
the overall system functions.

Two fAeddocwwbll b e <« oftdiffanept.impl&nieetationwHorlexampdaeowill be an
Openstack cloud, and one will be an Open Nebula cloud.

The end clouds will each have Intercloud Gateway code affixed to thaey will support the
Conversational Ptocol (XMPP) as well as the Transport Protocol (Web Sockets).

There will be a small cloud acting as an Intercloud Exchange. This system will initially be configured as a
MapReduce (Hadoop) SPARQL solver (i n sonme@ugitnmost s a
enabled.
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There will be a small cloud acting as an Intercloud Root. The three main functions of the Intercloud Root:
that is supporting th€onversationa(XMPP) serversystem, the fiust/securityCA, etc) capability, and
the Smantic Resouse Directory.

The entire system will be worked and iterated with the design, until a basic coherency of operation is
obtained.

Workpackage: Portable Gateway (Conversational Part) Development
This workpackagewill build-out the XMPP part of the portable gaty code to complete at least the
XMPP-Core (RFC 6120) and XMPRIR (RFC 6121) Profiles, as far as a Client goes.

We will leverage a series of XMPP extensions (XEP series) defined by XMPP standards foundation. One

of these extensions is XHI244 ExtensionXEP-0 244 provi des a fAserviceso f
XMPP, named 10 Data, which was designed for sending messages from one computer to another,
providing a transport for remote service invocation and attempting to overcome the problems with SOAP
and REST. A reference implementation for the IO Data XEP, XMPP Web Services for Java (xwith4]),

then be completed.

Later stages of this workpackage will build out XMRBDR (RFC 6122), and XMPEZ2E (RFC 3923).

The roles and exact strategy TEMPP-JRN (RFC 484) and/or XMPFENUM (RFC 4979) and/or
XMPP-JRI (RFC 5122) egmerge the CS Namesgposal with XMPP (JID) Naming.

Workpackage: Portable Gateway (Transport Part) Development

This workpackage will build out thieansport protocol which is WebSocketsed®ocketds are decribed
in RFC 6455The protocol onsists of an opening handshd&kowed by basic message framingyered
over TCP. The goal othis technology is to provide a mechanism dtoud to cloudtwo-way payload
communicatiorthat doesiot rely on opening multiple HTTP connections

Workpackage: Portable Gateway (Trust/Security Part) Development
This workpackag will build out the XMPP method for securing the XML streanoiin tampering and
eavesdropping.

This channel encryption method makes ab¢he Transport ayer Security (TLS) protocoClouds use

TLS to secure the streams prior to attempting the completion of SASL based authentication negotiation.
SASL has a method for authenticating a stream by means of an XMHic profile of the prmcol.

SASL provides a generalized method for adding authentication support to conbastiohprotocols.

Currently, the following authentications methods are supported by Xdpeé€ific profile of SASL
protocol :-MD® DI GEBIRAM, APLAI NONYMOWSO AANSAML prov
authentication in a federated environment. Currently, there is no support for SAML in -XpéeRic

profile of SASL protocol. However, there is a draft proposal published that specifies a SASL mechanism

for SAML 2.0 that allows théntegration of existing SAML Identity Providers with applications using

SASL.

We will follow this down and implement appropriately.
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Workpackage: Open Source Contribution

The Gateway code will be packaged such that it can be submitted into an open sojgte As
mentioned, initially there will be two ports or versions of the gateway distribufiois is to ensure a
development in a portable mode.

Workpackage: Reference Root (Conversational Part) Development
The workpackage for the reference root wilist build out the Transport component in a manner
compatible with the client side of XMPP as explained above.

Workpackage: Reference Root (Transport Part) Development
The workpackage for the reference root will first build out the Transport componemtmanner
compatible with the client side of WebSockets as explained above.

Workpackage: Reference Root (Trust/Security Part) Development

Thi s part of the project wildl bui | GurremtlytPullichkey r oot
Infrastructire (PKI) based trust model is therget PKI trust model depends on a few leader nodes to
secure the whole system. The |l eadersdéd validity ¢

Aut horities (ACAOS) .

At a basic level, proposed Interclot@pology subscribes to the PKI based trust model. In accordance to
the PKI trust model, the Intercloud Root systems will serve as a Trust Authority. In the currently
proposed trust architecture, a Certificate issued Bewificate Authority (CA) must [ utilized in the
process to establish a trust chain.

This will be implemented in the Root.

Workpackage: Reference Root (Semantic Directory Part) Development

In order for the Intercloud capable Cloud instances to federate or otherwise interoperate seaource
Cloud Computing Resources Catalog system is necessary infrastructure. This catalog is the holistic and
abstracted view of the computing resources across disparate cloud environments. Individual clouds will,
in turn, will utilize this catalog in ordeto identify matching cloud resources by applying certain
Preferences and Constraints to the resources in the computing resources catalog.

The technologies to use for this are based on the Semantic Web which provides for a way to add
imeaning axngdod rted abbgderets on the Web. To accompl
normalizing meaning across terminology, or Properties. This normalization is called an Onidlegy.

essential mechanisms that ontology languages provide include their formal spexifjednich allows

them to be queried) and their ability to define properties of classes. Through these properties, very
accurate descriptions of services can be defined and services can be related to other services or resources.
We are proposing a new aimdproved service directory on the lines of UDDI but based on RDF/OWL
ontology framework instead of current tModel based taxonomy framework. This catalog captures the
computing resources across all cl oudmps d nand rPsl iod
(Preferences and Constraints).

This semantic directory will be implemented.
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Workpackage: Reference Root (Replication Part) Development

This workpackageaddresseshe globally dispersed resources catalog information hosted by federated
Intercloud Roots in order to match cloud resources by applying certain Preferences and Constraints to the
resources. From overall topology perspectives, Intercloud Exchanges will provide processing nodes in a
peerto-peer manner on the lines of Distributed Kasble (DHT) overlay based approach in order to
facilitate optimized resources matotaking queries. Ontology information would be replicated to the

I ntercloud Exchanges (DHT overlay nodes) from
function.

The basic idea of DHT overlay system is to map a key space to a set of peers such that each peer is
responsi ble for a given region of this space and
The advantage of such systems is their detertiirtighavior and the fair balancing of load among the

peers (assuming an appropriate hash function).

Furthermore, DHT overlay system provides location transparency: queries can be issued at any peer
without knowing the actual placement of the data. Esalntihe DHT peeto-peer overlay is a self
organizing, distributed access structure, which associates logical peers representing the machines in the
network with keys from a key space representing the underlying data structure.

Nodes within the DHT ovealy system are uniformly distributed across key space and maintain list of
neighbors in the routing table. Each peer in the DHT overlay system is responsible for some part of the
overall key space and maintains additional routing information to forwardeguer neighboring peers.

As the number of machines taking part in the network and the amount of shared information evolve, peers
opportunistically organize their routing tables according to a dynamic and distributed binary search tree.

These will be implmented.

Workpackage: Reference Exchange (Conversational Part) Development

This workpackage refers to the same XMPP technologies which are mentioned above, thecept,
Intercloud Root instances will work with Intercloud Exchanges to solve’tpeoblem byfacilitating as
mediators for enabling connectivity among disparate cloud environments. This is a much preferred
alternative to each cloud vendor establishing connectivity and collaboration among themselvés-(point
point), which would not scale physicalbr in a business sengghis code will be implemented.

Intercloud Exchange providers will facilitate the negotiation dialog and collaboration among disparate
heterogeneous cloud environments, working in concert with Intercloud Rootcestas described
previously Intercloud Root instances will host the root XMPP servers containing all presence information
for Intercloud Root instances, Intercloud Exchange Instances, and Internet visible Intercloud capable
Cloud instances. Intercloud Exchanges will lsestonetier XMPP servers. Individual Intercloud capable
Clouds will communicate with each other, as XMPP clients, via XMPP server environment hosted by
Intercloud Roots and Intercloud Exchanges.

Workpackage: Reference Exchange (Transport Part) Development

For each of the matched resources the underlying protocol should be negotiated to be the most natural
protocol for that resource. Initially, all payloads will traverse over WebSockets. This will be implemented
according to the RFC.

IEEE Intercloud TestBed
IEEE Standards Association — IEEE Industry Connections Program — |EEE Cloud Computing Initiative

t



Page 19 of 22 4/11/2013

Workpackage: Reference Exchange (Trust/Security Part) Development

Instead of each cloud provider establishing connectivity with another cloud provider in -doF®drrt
manner resulting into n2 complexity problem, as part of the Intercloud topology we propose that
Intercloud Echanges will help facilitate as mediators for enabling connectivity and collaboration among
disparate cloud providers. As stated earlier that Intercloud Exchanges will leverage XMPP as control
plane operations protocol for such collaboration and hosXMEP servers in a Trusted Federated
manner to facilitate the ertd-end collaboration.

In order to establish collaboration with another cloud, an Intercloud enabled cloud will simply send a
XMPP message to its affiliated Intercloud Exchange which host&NteP server. If the recipient cloud

is affiliated to the same Intercloud Exchange, the XMPP server will send the message directly to the
recipient cloud.

On the other hand, if the recipient cloud is affiliated to another Intercloud Exchange, the XM&P serv
will send the message to the recipient's XMPP server hosted by the affiliated Intercloud Exchange. This is
essentially termed as XMPP federatién the ability of two deployed XMPP servers to communicate
over a dynamicalhestablished link between thergers. In the Intercloud topology, a server accepts a
connection from a peer only if the peer supports TLS and presents a digital certificate issued by a root
certification authority (CA) that is trusted by the seefrusted Federation.

In a typical fe@rated identity model, in order for a cloud provider to establish secure communication with
another cloud provider, it asks the trust provider service for a trust token. The trust provider service sends
two copies of secret keys, the encrypted proof tokEnhe trust service along with the encrypted
requested token.

This will be implemented.

Workpackage: Reference Exchange (Solver/Arbitrage Part) Development

In order to ensure that the requirements of an intercloud enabled cloud provider are correhtid maatc

the infrastructure capabilities in an automated fashion, there is a need for declarative semantic model that
can capture both the requirements and constraints of computing resources.

We are proposing a similar ontology based semantic modeké#pdures the features and capabilities
available from a c¢cloud providerds infrastructure.
exposed as standardized units of provisioning and configuration to be consumed by another cloud
provider/s. Thee capabilities are then associated with policies and constraints for ensuring compliance

and access to the computing resources.

The proposed ontology based model not only consists of physical attributes but quantitative & qualitative
attributegvsceceh LevyefiSAgreements (SLAs) o0, ifDi sast e
ASecurity & Compl i amdwued tmolviecriye sl,aragned ssioz eo no.f i Cl
intercloud environment, we are expecting a very large RDF dataset. SP@u@ks against such a large

RDF dataset would be highly inefficient and slow. We believe that such a large RDF dataset should be
stored on a Distributed File System such as HDFS (Hadoop Distributed File System). By storing RDF
dataset in HDFS and queryifrgh r ough HaRleodouc efoMapr ogr ammi ng woul d
gueries highly efficient and faster.
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We propose that the Intercloud Exchanges will leverage Hadoop based distributed processing for serving
SPARQL request across federated resource catalogs hystgrcloud Root providers

Workpackage: Reference Exchange (Replication Part) Development
This part will duplicate the replication work done for the root, but for the exchanges.

Workpackage: Reference Exchange (Audit Part) Development

This workpackage wi implement an audit subsystem for the resolution of a resource exchange. In other
words, when requests for a particular resource is described, the exchange (through the solver algorithms)
will select a particular federation target for the request. Thiside tree which was walked to deliver the

result and the alternatives available at the time will be kept in an audit trail which will be reduced by
XML Schema to a machine readable form.

Workpackage: SSRP Implementation Attempt
This workpackage will folbw the technical details set out in the SSRP research paper and attempt to
make an implementation of that protocol.

Workpackage: IEEE 2302 Standard Contribution
The IEEE P230%5tandard for Intercloud Interoperability and Federation (SlIR)ill define togpology,
functions, and governance for clet@cloud interoperability and federation.

This working group is actively creating a standard which this project would be the main lockstep
contributor for.

Next Steps
Gantt Chart with dependencies and resources
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Appendix 1: Basis of Technology Architecture/Published Research
This overall design has been detailed in papers published by staff which have been reviewed and refereed
for publication to the highest of standards:
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10.

11.
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Internet and Web Application ServideFARIA/IEEE ICIW09Venice, Italy;May 2009

Rajkumar Buyya, Rajiv Ranjan, and Rodrigo N. CalheifibgerCloud: Utility-Oriented
Federation of Cloud Computing Environments for Scaling of Application Sedyieesceedings

of the 10th International Conference on Algorithms and Architectures for Parallel Processing
(ICA3PP 2010, LNCS 6081, Springer, Germany);31pp, Busan, South Korea, May-23,

2010

D.Berrst ei n, D Vij, AUsing Semantic Web Ontol ogy
ICOMP'10- The 2010 International Conference on Internet Computing, Las Vegas, NV, USA,
July 2010

A. Celesti, F. Tusa, M. Villari, A. PuliafitdjSecurity And Cloud Computing: Intercloud Identity
Managment Infrastructude Proceedings of The 19th IEEE International Workshops on
Enabling Technologies: Infrastructures for Collaborative Enterprises (WETICE 20610)
ETNGRID, Tei of Larissa, Greedene 2010

D. Bernstein, D. Vi j, il ntercl ousthg XMPP andt or y ¢
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Florida, USA July 2010
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International Conference on Emerging Network Intelligencd&EEE/IARIA EMERGING 2010,
Florence, Italy,October 2010
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on Cloud Compting Technology and ScientelEEE CloudCom 2010, Indianapolis, Indiana,
December 2010

Rocco Aversa, Beniamino Di Martino, Francesco Moscato, Dana Petcu, Massimiliano Rak and
Salvatore VenticinquefiAn Ontology for the Cloud in mOSAK; Cloud Computing201Q
Methodology, System, and ApplicatipBRC PressiISBN 9781-43985641-3

D. Bernstein, D. Vi j, S. Di amond,- Tdécknalogy, nt er c |
Governance, and |IBER Bekvied Rededrah aml inhomation &lpbal Conference
T SRII 2011, San Jose, Californidarch 2011

Dana Petcu, Ciprian Craciun, Mamiliano Rak fiTowards a crosplatform cloud API.
Components for Cloud Federat@nProcs. 1st Intern. Conference on Cloud Computing &
Services Scienc€LOSER 201The NetherlanddMay 2011

D. Bernstein, D. Vij, "Inter@dud Exchanges and Roots Topology and Trust Blueprint”,
ICOMP'11 - The 2011 International Conference on Internet Computing, as part of
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13.
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15.

WORLDCOMP'11- The 2011 World Congress in Computer Science, Computer Engineering,
and Applied Computing, Las Vegas, NWjy 2011

Demchenko, Y., C.Ngo, M.Makkes, R.Strijkef3, de LaatfiDefining InterCloud Architecture
for Interoperability and Integration The Third International Conference on Cloud Computing,
GRIDs, and Virtualization (CLOUD COMPUTING 2013uly 2227, 2012, Nice, France

Ngo, C., Y.Demchenko, C. de Ladiloward a Dynamic Trust Establishment Approach for
Multi-provider Intercloud EnvironmeatThe 4th IEEE Conf. on Cloud @puting Technologies
and Science (CloudCom2013), 6 December 2012, Taipei, Taiwan.

Demchenko, Y., Canh Ngo, Cees de Laat, Joan Antoni GEsgam, Sergi Figerola, Juan
Rodriguez, Luis Contreras, Giada Landi, Nicola Ciuilhtercloud Architecture Framework for
Heterogeneous Cloud based Infrastructure Services Provisionifige@and. Workshop The
Second International Workshop on intélouds and Collective telligence (iCCi2013). The

27th IEEE International Conference on Advanced Information Networking and Applications
(AINA2013) 2528 March 2013
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